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ABSTRACT
Voice assistants such as Amazon Echo (Alexa) and Google Home

use microphone arrays to estimate the angle of arrival (AoA) of

the human voice. This paper focuses on adding user localization

as a new capability to voice assistants. For any voice command,

we desire Alexa to be able to localize the user inside the home.

The core challenge is two-fold: (1) accurately estimating the AoAs

of multipath echoes without the knowledge of the source signal,

and (2) tracing back these AoAs to reverse triangulate the user’s

location.

We develop VoLoc, a system that proposes an iterative align-and-
cancel algorithm for improved multipath AoA estimation, followed

by an error-minimization technique to estimate the geometry of

a nearby wall reflection. The AoAs and geometric parameters of

the nearby wall are then fused to reveal the user’s location. Un-

der modest assumptions, we report localization accuracy of 0.44

m across different rooms, clutter, and user/microphone locations.

VoLoc runs in near real-time but needs to hear around 15 voice

commands before becoming operational.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting; • Hardware→ Signal processing systems; • Information
systems → Location based services.
KEYWORDS
Amazon Alexa, smart home, voice assistant, source localization,

microphone array, acoustic reverberation, angle-of-arrival, edge

computing
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1 INTRODUCTION
Voice assistants such as Amazon Echo andGoogle Home continue to

gain popularity with new “skills” being continuously added to them

[6, 9, 22, 38, 60, 69]. A skill coming to Alexa is the ability to infer

emotion and age group from the user’s voice commands [6, 9, 38].

More of such skills are expected to roll out, aimed at improving

the contextual background of the human’s voice command. For

instance, knowing a user’s age may help in retrieving information

from the web and personalizing human-machine conversations.

Towards enriching multiple dimensions of context-awareness,

companies like Amazon, Google, and Samsung are also pursuing

the problem of user localization [8, 12, 35, 43]. Location adds valu-

able context to the user’s commands, allowing Alexa to resolve

ambiguities. For instance: (1) Knowing the user’s location could

help determining which light the user is referring to, when she

says “turn on the light”. Naming and remembering every light (or

fans, thermostats, TVs, and other IoT devices) is known to become

a memory overload for the users [2, 5]. Similarly, Alexa could help

energy saving in smart buildings if it understands where the user

is when she says “increase the temperature”. (2) More broadly, lo-

cation could aid speech recognition by narrowing down the set

of possible commands [4, 46, 62]. If Alexa localizes Jane to the

laundry machine, then a poorly decoded command like “add ur-
gent to groceries” could be correctly resolved to “detergent”. In fact,

Google is working on “generating kitchen-specific speech recog-

nition models”, when its voice assistant detects “utterances made

in or near kitchens” from the user [31, 75]. (3) Lastly, localizing

sounds other than voice – say footsteps or running water – could

further enrich context-awareness [7]. Alexa could perhaps remind

an independently living grandmother to take her medicine when

she is walking by the medicine cabinet, or nudge a child when he

runs out of the washroom without turning off the faucet.

These and other uses of location will emerge over time, and the

corresponding privacy implications will also need attention. In this

paper, however, we focus on exploring the technical viability of the

problem. To this end, let us begin by intuitively understanding the

general problem space, followed by the underlying challenges and

opportunities.

The central question in voice-source localization is that an un-

known source signal must be localized from a single (and small)

microphone array. Relaxing either one of these two requirements

brings up rich bodies of past work [24, 28, 37, 63, 66, 78, 79]. For

instance, a known source signal (such as a training sequence or an

https://doi.org/10.1145/3372224.3380884
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impulse sound) can be localized through channel estimation and

fingerprinting [29, 59, 66, 79], while scattered microphone arrays

permit triangulation [24, 25, 37, 63]. However, VoLoc’s aim to local-

ize arbitrary sound signals with a single device essentially inherits

the worst of both worlds.

In surveying the space of solutions, we observe the following:

(1) Signal strength based approaches that estimate some form of

distance are fragile due to indoor multipath. Amplitude variations

across microphones are also small due to the small size of the mi-

crophone array. (2) Machine learning approaches to jointly infer

the in-room reflections and per-user voice models seem extremely

difficult, even if possible. Moreover, such training would impose a

prohibitive burden on the users, making it unusable. (3) Perhaps

a more viable idea is to leverage the rich body of work in angle of
arrival (AoA). Briefly, AoA is the angular direction from which a sig-

nal arrives at a receiver. Voice assistants today already estimate the

direct path’s AoA and beamform towards the user [1, 3, 23, 36]. So

one possibility is to detect additional AoAs for the multipath echoes

and trace back the AoA directions to their point of intersection (via

reverse triangulation).

While the idea of tracing back indoor multipath echoes (such as

from walls and ceilings) for reverse triangulation is certainly not

new [16], unfortunately, extracting the AoAs for individual echoes,

especially indoors, is difficult even in today’s state-of-the-art algo-

rithms [41, 68]. Even the direct path AoA is often erroneous/biased

in today’s systems, and small AoA offsets magnify localization er-

ror. Finally, tracing back the AoAs requires the knowledge of the

reflectors in the room, a somewhat impractical proposition. This is

why existing work that leverage multipath reverse triangulation

have assumed empty rooms, known sounds, and even near-field

effects [16, 28, 59].

While the problem is non-trivial, application-specific opportuni-

ties exist:

• Perhaps not all AoAs are necessary; even two AoAs may

suffice for reverse triangulation, so long as these AoAs are

estimated with high accuracy. Of course, the reflector for the

second AoA is still necessary.

• To connect to power outlets, Alexa is typically near a wall.

If the AoA from the wall can be reliably discriminated from

other echoes, and the wall’s distance and orientation esti-

mated from voice signals, then reverse triangulation may be

feasible.

• Finally, the user’s height can serve as an invariant, constrain-

ing the 3D location search space.

All in all, these opportunities may give us adequate ammunition

to approach the problem. Thus, the core algorithmic questions boil

down to accurate AoA detection and joint wall geometry estimation.
These two modules form the technical crux of VoLoc – we discuss

our core intuitions next.

■ Accurate AoAs: Accurate AoA estimation is difficult in mul-

tipath settings because each AoA needs to be extracted from a

mixture of AoAs, caused by echoes. Existing algorithms try to align

(beamform) towards different directions to find the energy max-

ima, but do not perform well because all the echoes are strongly

correlated (elaborated in Section 2). We aim to break away from

this approach, and our central idea is rooted in leveraging (1) slow

velocity, and (2) pauses (or short silences) in acoustic signals. A

voice command, for example, is preceded by silence. The ends of

these silences are unique opportunities to observe the cascade of

arriving signals, starting with the clean direct path first, followed

by the first echo, second echo, and so on. This means that the direct

path signal is essentially clean for a short time window, presenting

an opportunity to accurately derive its AoA. Since the first echo

is a delayed version of the direct path, this echo can be modeled

and cancelled with appropriate alignment. This process can con-

tinue iteratively, and in principle, all AoAs and delays can be jointly

extracted.

In practice, hardware noise becomes the limiting factor, hence

cancellation errors accrue over time. Thus, VoLoc extracts accurate
AoAs and delays for only the initial echoes and utilizes them for

source localization.

■Wall Geometry Estimation: Inferring source location from

AoA requires geometric knowledge of signal reflectors. To cope

with this requirement, existing work have assumed empty rooms

with no furniture, and used non-acoustic sensors (such as cameras

or depth sensors) to scan the walls and ceilings of the room [16].

Our opportunity arises from the fact that the wall near Alexa serves

as a stable echo, i.e., it is always present. If the wall’s distance and

orientation can be estimated with respect to Alexa, then the echo’s

AoA and delay become a function of the user location. This also

helps in discriminating the wall echo from other echoes, say from

objects on the table around Alexa. The algorithmic challenge lies

in estimating the wall’s ⟨distance, orientation⟩ tuple from the same

voice signals.

We address this problem by gathering signals from recent voice

commands and asking the following question: At what distance 𝑑
and orientation 𝜃 must a reflector be, such that its echo arrives early
and is frequently present in voice command signals?We formulate

this as an optimization problem with the error function modeled in

terms of ⟨𝑑, 𝜃⟩. This error is summed across multiple recent voice

commands, and the minimum error yields the ⟨𝑑, 𝜃⟩ estimates. We

over-determine the system by fusing AoA, ⟨𝑑, 𝜃⟩, and user height

ℎ, and converge to the user’s indoor 2D location.

We implement VoLoc on an off-the-shelf hardware platform com-

posed of a 6-microphone array, positioned in a circular shape like

Amazon Echo (Figure 1). This was necessary to gain access to raw

acoustic signals (commercially available Echo or Google platforms

do not export the raw data). Our microphone array forwards the

signal to a Raspberry Pi, which performs basic signal processing

and outputs the data into a flash card, transmitted to our laptop over

a WiFi direct interface. Experiment results span across AoA and

location estimations in various environments, including student

apartments, house kitchen, conference rooms, etc.

Our results reveal median localization accuracy of 0.44 m across

a wide range of environments, including objects scattered around

the microphone. In achieving this accuracy, the detected AoAs con-

sistently outperform GCC-PHAT andMUSIC algorithms. VoLoc also
estimates wall geometry (distance and orientation) with average

accuracies of 1.2 cm and 1.4◦, respectively. The results are robust
across rooms, users, and microphone positions.

■ Current Limitations: We believe that blind voice-source lo-

calization remains a challenging problem in practice, and VoLoc
addresses it under four geometric assumptions: (1) The user’s height
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6 Microphones

Raspberry Pi

Figure 1: Seeed Studio off-the-shelf 6-microphone array, sit-
ting on top of a Raspberry Pi.

is known. (2) The line-of-sight (LoS) path exists, meaning that ob-

structions between the user and the voice assistant do not com-

pletely block the signal. (3) The stable reflector is not too far away

(so that its reflection is among the first few echoes). (4) The user

is within 4 − 5 m from the device (or else, slight AoA errors trans-

late to large triangulation error). While future work would need to

relax these assumptions, we believe the core AoA algorithm and

the wall-geometry estimation in this paper offer an important step

forward. To this end, our contributions may be summarized as:

• A novel iterative align-and-cancel algorithm that jointly ex-

tracts initial AoAs and delays from sound pauses. The tech-

nique is generalizable to other applications.

• An error minimization formulation that jointly estimates the

geometry of a nearby reflector using only the recent voice

signals.

• A computationally efficient fusion of AoA, wall-reflection,

and height to infer indoor 2D human locations.

In the following, we expand on each of these contributions, start-

ing with background on AoA.

2 BACKGROUND AND FORMULATION
This section presents relevant background for this paper, centered

around array processing, angle of arrival (AoA), and triangulation.

The background will lead into the technical problems and assump-

tions in VoLoc.

2.1 Array Processing and AoA
Figure 2 shows a simple 3-element linear microphone array with

𝑑 distance separation. Assuming no multipath, the source signal

𝑠 (𝑡) will arrive at each microphone as 𝑥1 (𝑡), 𝑥2 (𝑡) and 𝑥3 (𝑡), af-
ter traveling a distance of 𝐷1, 𝐷2 and 𝐷3, respectively. Usually

{𝐷1, 𝐷2, 𝐷3} ≫ 𝑑 , hence these sound waves arrive almost in paral-

lel (known as the far field scenario). From geometry, if the signal’s

incoming angle is 𝜃 , then the signal wave needs to travel an extra

distance of Δ𝑑 = 𝑑 cos(𝜃 ) to arrive at microphone𝑀2 compared to

𝑀1, and an extra 2Δ𝑑 at𝑀3 compared to𝑀1.

When the additional travel distance is converted to phase, the

phase difference between 𝑥2 (𝑡) and 𝑥1 (𝑡) isΔ𝜙 = 2𝜋𝑑 cos(𝜃 )/𝜆, and
between 𝑥3 (𝑡) and 𝑥1 (𝑡) is 2Δ𝜙 . On the other hand, the amplitudes

of 𝑥1 (𝑡), 𝑥2 (𝑡) and 𝑥3 (𝑡) will be almost the same, due to very minute

𝑥1(𝑡)𝑥2(𝑡)𝑥3(𝑡)

𝑑 𝑑

θ

𝑥1(𝑡)

𝑥2(𝑡)

𝑥3(𝑡)

𝑡

𝑡

𝑡

𝑠(𝑡)

𝐷3

𝐷1
𝐷2

Figure 2: A simple 3-element microphone array.

differences among 𝐷1, 𝐷2 and 𝐷3.
1
Thus, in general, the received

signal vector can be represented as:


𝑥1

𝑥2
.
.
.

𝑥𝑛


=


𝑥1

𝑥1𝑒
𝑗Δ𝜙

.

.

.

𝑥1𝑒
𝑗 (𝑛−1)Δ𝜙


=


𝑒 𝑗0

𝑒 𝑗Δ𝜙

.

.

.

𝑒 𝑗 (𝑛−1)Δ𝜙


𝑥1

■ AoA Estimation without Multipath: In reality, we do not

know the signal’s incoming angle 𝜃 , hence we perform AoA esti-

mation. One solution is to consider every possible 𝜃 , compute the

corresponding Δ𝜙 , apply the appropriate negative phase shifts to

each microphone, and add them up to see the total signal energy.

The correct angle 𝜃 should present a maximum energy because the

signals will be perfectly aligned, while others would be relatively

weak. This AoA technique essentially has the effect of steering the

array towards different directions of arrival, computing an AoA

energy spectrum, and searching for the maximum peak. For a sin-

gle sound source under no multipath, this reports the correct AoA

direction.

■ Impact of Multipath Echoes: Now consider the source sig-

nal 𝑠 (𝑡) reflecting on different surfaces and arriving with different

delays from different directions. Each arriving direction is from a

specific value of 𝜃𝑖 , translating to a corresponding phase difference

Δ𝜙𝑖 . Thus the received signal at each microphone (with respect

to microphone 𝑀1) is a sum of the same source signal, delayed

by different phases. With 𝑘 echoes, we can represent the received

signal as:


𝑥1

𝑥2
.
.
.

𝑥𝑛


=


𝑒 𝑗0 𝑒 𝑗0 𝑒 𝑗0

𝑒 𝑗Δ𝜙1 𝑒 𝑗Δ𝜙2 . . . 𝑒 𝑗Δ𝜙𝑘

.

.

.
.
.
.

.

.

.

𝑒 𝑗 (𝑛−1)Δ𝜙1 𝑒 𝑗 (𝑛−1)Δ𝜙2 . . . 𝑒 𝑗 (𝑛−1)Δ𝜙𝑘



𝑠1

𝑠2
.
.
.

𝑠𝑘


■ Estimating AoA under Multipath: The earlier AoA tech-

nique (of searching and aligning across all possible 𝜃𝑖 ) is no longer

accurate since phase compensation for an incorrect 𝜃𝑖 may also

exhibit strong energy in the AoA spectrum (due to many strongly

correlated paths). Said differently, searching on 𝜃𝑖 is fundamentally

a cross-correlation technique that degrades with lower SNR. Since

1
Sound amplitude attenuates with 1/𝑟 where 𝑟 is traveled distance. For two paths of 𝑟

and 𝑟+Δ𝑑 , the relative amplitude difference is [1/𝑟 − 1/(𝑟 + Δ𝑑) ] /(1/𝑟 ) ≈ Δ𝑑/𝑟 . If
Δ𝑑=2 cm and 𝑟=2 m, there would be a 1% amplitude difference.
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any path’s SNR reduces with increasing echoes, AoA estimation is

unreliable.

While many AoA-variants have been proposed [18, 20, 27, 39,

41, 61, 64, 67, 74, 76, 77], most still rely on cross-correlation. The

most popular is perhaps GCC-PHAT [18, 20, 32, 39, 76] which com-

pensates for the amplitude variations across different frequencies

by whitening the signal. The improvement is distinct but does not

solve the root problem of inaccurate alignment. Subspace based al-

gorithms (like MUSIC, ESPRIT, and their variants [61, 64, 67, 72, 74])

are also used, but they rely on the assumption that signal paths are

uncorrelated or can be fully decorrelated. Multipath echoes exhibit

strong correlation, leaving AoA estimation a still difficult problem.

2.2 Reverse Triangulation
Even if AoAs are estimated correctly, localization would require

knowledge of reflectors in the environment to reverse triangulate

(Figure 3). While some past work has scanned the environment

with depth cameras to create 3D room models [16], this approach

is largely impractical for real-world users.

Figure 3: Reverse triangulation requires location of all re-
flector surfaces, making it impractical.

In principle, however, not all echoes are necessary for tracing

back to the source location. The direct path’s AoA and one other

AoA would be adequate: say, AoA(1) and AoA(2) in Figure 3. Of

course, the location and orientation of AoA(2)’s reflector still needs

to be inferred. The authors of [28, 29] have attempted a related prob-

lem. They attempt to infer the shape of an empty room; however,

they use precisely designed wideband signals, scatteredmicrophone

arrays, and essentially solve compute-intensive inverse problems

[28, 29]. VoLoc takes on the simpler task of estimating one reflector

position, but under the more challenging constraint of unknown

voice signals and near real-time deadlines (a few seconds
2
).

2.3 Problem Statement and Assumptions
With this background, the problem in this paper can be stated as

follows. Using a 6-microphone array, without any knowledge of

the source signal, and under the following assumptions:

• Alexa located near a wall to connect to a power outlet

• User’s height known

2
The time granularity of a human voice command.

VoLoc needs to solve the following three sub-problems:

• Precisely estimate AoA for two signal paths inmultipath-rich

environments.

• Estimate the distance and orientation of at least one reflector,

and identify the corresponding AoA for reverse triangula-

tion.

• Fuse the AoAs, reflector, and height to geometrically infer

the user’s indoor location.

The solution needs to be performed without any voice training,

must complete in the order of seconds, and must handle clutter in

the environment (such as various objects scattered on the same

table as Alexa).

3 SYSTEM ARCHITECTURE
Figure 4 illustrates VoLoc’s overall architecture. When the user

speaks a voice command, the IAC (Iterative Align-and-Cancel) AoA
module takes the raw acoustic samples, identifies the “pause” mo-

ment, and extracts a few initial AoAs from the following signal. To

translate AoAs into location, the Fusion module takes two initial

AoAs and fuses them with three parameters: the distance and ori-

entation ⟨𝑑, 𝜃⟩ of the nearby wall reflector, and the user’s height,

ℎ. Together, the AoA and geometric information over-determine

the user’s 2D location for robustness to errors. The two parameters

are separately estimated by the Joint Geometric Parameter Estima-
tion module, by using the ensemble of IAC-estimated AoAs from

recently received voice commands. This is a one-time estimation

during initialization, meaning VoLoc is operational within the first

𝑛 = 15 voice commands.

We begin this section by describing our IAC (Iterative Align-and-

Cancel) AoA algorithm, a general AoA technique that also applies

to other applications.

3.1 IAC (Iterative Align-and-Cancel) AoA
The goal of the IAC AoA algorithm is to extract both angles-of-

arrival and corresponding delays of a few early paths in the multi-

path environment. This is very different from existing AoA algo-

rithms which perform only alignment to find AoAs; we perform

both alignment and cancellation, starting with a clean signal at the

initial pause moment.

■ A Glance at the Initial Moment
Figure 5 zooms into the scenario when the voice signal is be-

ginning to arrive at the microphones. The user starts to speak a

sequence of voice samples, denoted as 𝑥 (𝑡) = “ABCDE...”. The signal

travels along the direct (red) path, and arrives at the microphone

array as early as time 𝑡1. Note that due to the microphone arrange-

ment in the array, mic #1, #2, · · · hear the first sample “A” at slightly

different times: 𝑡
(1)
1
, 𝑡

(2)
1
, · · · . These slight differences capture the

AoA of the direct path.

With ensuing time, the same voice signal also arrives along the

second (blue) path, known as the first echo. Since this second (blue)

path is longer, the signal arrives at the microphone array at a later

time, 𝑡2, denoted as “abcdefg...”. As a result, between 𝑡1 and 𝑡2, all

the microphones hear clean, unpolluted direct path signal (tens of

samples). Similarly, if 𝑡3 is the time the third path arrives, then for

𝑡 ∈ [𝑡2, 𝑡3], the microphones receive the signal from only the first

two paths.
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Wall Dist. 𝑑 Wall Orient 𝜃

Joint Geometric Parameter Estimation

FusionIAC AoA
(Iterative

Align-and-Cancel )
N=2 

Initial AoAs

𝑑, 𝜃, ℎ

User Height ℎ

User Location

Past Voice Commands

Raw 
Sound

Figure 4: VoLoc system overview. When a user speaks a voice command, IAC AoA computes two initial AoAs. The direct path’s
AoA, when combined with height of the user, is ready to produce a basic 2D user location. To improve the estimate, the Fusion
module fuses the two AoAs, the closest wall reflector, and the height information together to geometrically refine the location.
The Joint Parameter Estimation module aims at computing the wall’s relative distance and orientation, by analyzing recent
voice commands from the user.
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Figure 5: In a multipath environment, the voice signal trav-
els along different paths and arrives at the microphone at
different times.

■ Detecting 𝐴𝑜𝐴1 for the Direct Path
Recall that signals in time window 𝑡 ∈ [𝑡1, 𝑡2] contain only the

direct path signal, and its angle-of-arrival (denoted as 𝐴𝑜𝐴1) is

captured in the slight time offset across microphones: 𝑡
(1)
1
, 𝑡

(2)
1
, · · · .

To infer 𝐴𝑜𝐴1, we first detect 𝑡1 from the rise of signal energy, and

select a small time window [𝑡1, 𝑡1+Δ] of signals after that. Then, we
ask the following question: Given this window of data, among all

possible AoAs, which 𝐴𝑜𝐴1 best aligns with the actual time offsets

across the three microphones?

We solve this problem by performing a one-step “align-and-

cancel”. Figure 6(a) shows the key idea. Assume we have found

the correct 𝐴𝑜𝐴1; then, for any given pair of microphones, we can

align their signals based on this AoA, in order to “reverse” the offset

effect. This alignment is done by simply applying a cross-delay, i.e.,

delaying microphone 𝑖’s signal with 𝑗 ’s delay, and 𝑗 ’s signal with

𝑖’s delay.3 The aligned signals are now subtracted, meaning they

should now fully cancel each other with zero cancellation error.

Any cancellation residue that we observe quantifies the error in the

alignment, which further indicates the error in the AoA estimation.

After searching across all possible AoAs, we choose the one which

minimizes the sum of cancellation errors across all microphone

pairs.

■ Detecting 𝐴𝑜𝐴2 for the Second Path
Once we have found the right 𝐴𝑜𝐴1, the align-and-cancel opera-

tion should maintain low error over time, until when the second

path arrives at a later time 𝑡2. Thus, once we observe the error

growing, it is time to estimate the second path’s angle-of-arrival,

𝐴𝑜𝐴2.

For this, we will again perform align-and-cancel for both 𝐴𝑜𝐴1

and𝐴𝑜𝐴2, as shown in Figure 6(b). However, since the microphones

are now receiving a mixture of two paths, we can align only one

path at a time, meaning only one path gets canceled. In other words,

after aligning the 𝐴𝑜𝐴1 path and canceling the signals, the residue

will be the difference between the “unaligned” second paths, and

the vice versa. The middle column in Figure 6(b) shows both the

alignments.

Fortunately, as shown in the third column of Figure 6(b), the two
cancellation residues are identical, except for a scaling factor caused
by the amplitude difference between two paths. This similarity is

because both residues are essentially the “unaligned” path signal

minus a delayed copy of the same “unaligned” signal, and that delay

(which is the delay caused by AoA1 plus the delay caused by AoA2)

is the same for both alignments. A linear combination of the two

residues will be zero, and the coefficients are exactly the amplitudes

of each path.

Based on the observation above, we solve for the second path’s

AoA by doing the following: We search across all possible AoAs for

path #2, and for each AoA candidate, we perform the operation in

3
It’s easy to understand this by imagining the microphones’ delays as two numbers 𝑥

and 𝑦. To align them, we just need to add 𝑥 to 𝑦 and 𝑦 to 𝑥 , making both microphone’s

delays (𝑥 + 𝑦).
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Align 𝐴𝑜𝐴1

and cancel

A B C D E F G H I J

A B C D E F G H

Mic 𝑖:
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L M N …
a b c d e f …
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A B C D E F G H I J

C D E FA B
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G H I J L M N …
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a b c d e …f
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(a) Solving 𝐴𝑜𝐴1 for the first path. After aligning with the correct AoA, the aligned signals will cancel each other.

(b) Solving 𝐴𝑜𝐴2 for the second path. The residual signals after “align and cancel” can further cancel each other by aligning the relative 
shift and scale.

(First Path Cancelled)

- - - - - - - - - -

(Second Path Cancelled)

(First Path Cancelled)

Linear
Combination

Raw Signal Aligned Signal Cancellation Residue

Figure 6: The idea of iterative delay-and-cancellation (IAC) algorithm, shown for 𝐾 = 1 and 𝐾 = 2.

Figure 6(b), and run least squares (LS) over the two residues. The

LS solution gives the estimated linear coefficients (which are the

amplitudes), and the fitting error of LS indicates the cancellation

error after alignment. We pick the candidate which has the smallest

sum of fitting errors.

One point worth noting is that AoA only captures relative time

offsets among microphones. To fully cancel the two residues, we

also need to make sure the two cancellation residues (from first path

and second path) are aligned in absolute time scale. This means the

absolute delay 𝑡2 has to be accurate as well. Since our 𝑡2 detection

may not be precise, we also jointly search for the correct 𝑡2 around

the time when the first path’s cancellation error starts growing. We

jointly pick the 𝑡2 and 𝐴𝑜𝐴2 that minimize the fitting error.

■ Detecting More AoAs
The same idea applies to getting more AoAs. If the received

signal contains 𝐾 paths, and assume we have obtained the AoAs

(and absolute delays) for the first (𝐾 − 1) paths correctly, then we

can search for the AoA (and absolute delay) of the 𝐾-th path by

following operations similar to those in Figure 6(b). Theorem 3.1

states that when all 𝐾 AoAs are estimated correctly, the 𝐾 cancel-

lation residues are linearly dependent, i.e., a linear combination

of them (with coefficients as each path’s amplitude) will be a zero

vector. Therefore, searching for the 𝐾-th AoA is same as finding

parameters that make 𝐾 cancellation residues linearly dependent.

Theorem 3.1 (IAC AoA Decoding). For any given pair of micro-
phones, the 𝐾 residue vectors – from aligning and canceling each of
the 𝐾 AoAs – are linearly dependent.

Proof. Denote the source signal “ABCDEFG...” as 𝑥 [𝑡], and the

signal arriving along the 𝑘-th path at the 𝑖-th microphone as 𝑥 [𝑡 −
𝑡𝑘,𝑖 ] (ignoring amplitude). Then, the total signal from all the 𝐾

paths received by the 𝑖-th microphone can be written as: 𝑦𝑖 [𝑡] =∑𝐾
𝑘=1

𝑥 [𝑡 − 𝑡𝑘,𝑖 ].

Now, when we align the 𝑘 ′-th path’s AoA, the aligned signals at

the two microphones become 𝑦1 [𝑡 − 𝑡𝑘′,2] and 𝑦2 [𝑡 − 𝑡𝑘′,1], respec-
tively. The cancellation residue is:

𝑦1 [𝑡 − 𝑡𝑘′,2] − 𝑦2 [𝑡 − 𝑡𝑘′,1]

=

𝐾∑
𝑘=1

𝑥 [𝑡 − 𝑡𝑘,1 − 𝑡𝑘′,2] −
𝐾∑
𝑘=1

𝑥 [𝑡 − 𝑡𝑘,2 − 𝑡𝑘′,1]

The sum of all the cancellation residues (for all the 𝐾 paths) is:

𝐾∑
𝑘′=1

(
𝑦1 [𝑡 − 𝑡𝑘′,2] − 𝑦2 [𝑡 − 𝑡𝑘′,1]

)
=

𝐾∑
𝑘′=1

(
𝐾∑
𝑘=1

𝑥 [𝑡 − 𝑡𝑘,1 − 𝑡𝑘′,2]
)
−

𝐾∑
𝑘′=1

(
𝐾∑
𝑘=1

𝑥 [𝑡 − 𝑡𝑘,2 − 𝑡𝑘′,1]
)

=

𝐾∑
𝑘=1

𝐾∑
𝑘′=1

𝑥 [𝑡 − 𝑡𝑘′,1 − 𝑡𝑘,2] −
𝐾∑
𝑘′=1

𝐾∑
𝑘=1

𝑥 [𝑡 − 𝑡𝑘,2 − 𝑡𝑘′,1] = 0

This proves that for any two microphones, the sum of cancellation

residues is zero. Of course, here we have deliberately ignored ampli-

tude (by assuming equal amplitude of each path). It is easy to prove

that with the correct amplitude, the sum of cancellation vectors is

still zero. Therefore, these residues are linearly dependent. □

Explained differently, observe that we obtain 𝐾 residues after

aligning-and-canceling each path. These 𝐾 residues are linearly

dependent (i.e., their sum is zero with correct coefficients). However,

the linear coefficients are not known yet since the amplitudes are

unknown to us. Therefore, to find the correct 𝐴𝑜𝐴𝑘 , we simply

search for different 𝑡𝑘 and𝐴𝑜𝐴𝑘 , and run least squares fitting on the

cancellation residues in order to minimize the fitting error. The best

parameter is the one that achieves the minimal cancellation/fitting

error. Algorithm 1 shows in detail how we compute this error.
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Algorithm 1 For a Given Set of 𝐾 AoAs and Absolute Delays,

Compute the Overall Cancellation Error E
1: Initialize overall error E = 0

2: for all pairs of microphones do
3: 𝑅𝑒𝑠𝑖𝑑𝑢𝑒𝑉𝑒𝑐𝑡𝑜𝑟𝑠 = {}
4: for each path 𝑘 = 1 · · ·𝐾 do
5: Align the two signals using the 𝑘-th AoA

6: Compute the difference of two aligned signals as the can-

cellation residue vector

7: Delay the residue vector using the 𝑘-th absolute delay

8: 𝑅𝑒𝑠𝑖𝑑𝑢𝑒𝑉𝑒𝑐𝑡𝑜𝑟𝑠 .Add(residue)

9: end for
10: Run least squares on 𝑅𝑒𝑠𝑖𝑑𝑢𝑒𝑉𝑒𝑐𝑡𝑜𝑟𝑠 to compute the best

linear combination, and get its fitting error 𝑒

11: E = E + 𝑒
12: end for

■ Can We Detect Infinite AoAs?
In practice, the number of AoAs we could obtain is limited for

two reasons: (1) In multipath environments, the first few paths are

sparse (in time) while the latter ones are dense. This means the

time window [𝑡𝑘 , 𝑡𝑘+1] will be very short as 𝑘 grows larger, making

it hard to find the 𝑘-th path’s AoA without being influenced by the

(𝑘 + 1)-th path. Said differently, there is no strict time of arrival of

a given echo, hence, shorter gaps between arriving echoes make

them difficult to separate. (2) Voice energy ramps up slowly due

to the way humans produce sound. This means the latter echoes

of the early samples are considerably weaker than the direct path

samples. Background noise adds to this, further lowering the SNR

of the latter echoes. This is why VoLoc conservatively uses only the

first 𝑁 = 2 AoAs.

■ Simulation Results
To compare IAC’s AoA estimation accuracy with other AoA al-

gorithms under different indoor reverberation and SNR conditions,

as well as to obtain ground truth for higher-order AoAs, we run

a simulation with the “Alexa” voice as the source signal, added

with varying levels of echoes and noise. The simulation uses the

image source model [14] to simulate room impulse responses. We

compare with three AoA techniques discussed in Section 2: (1)

delay-and-sum, (2) MUSIC, and (3) GCC-PHAT.

Figure 7 shows the accuracy performance of these four algo-

rithms. In general, we observe that GCC-PHAT is robust to rever-

beration and can get the first path correctly, but the correlation

will fail at higher order paths. MUSIC and delay-and-sum do not

work well in indoor reverberated environments where the acoustic

signals are highly correlated. IAC, in contrary, actively takes ad-

vantage of correlated signals to jointly estimate each path’s AoA

and delay, leading to improved performance in rooms. This is the

reason why our algorithm is, we believe, a new contribution to the

body of AoA algorithms.

3.2 User Localization via Fusion
The above estimated AoAs can be reverse-triangulated to the user’s

location when we already know where the nearby wall reflector is,

i.e., its distance 𝑑 and orientation 𝜃 with respect to Alexa. Moreover,
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Figure 7: Accuracy comparison of four AoA techniques: IAC,
GCC-PHAT, MUSIC, and Delay-and-Sum.

the human height (ℎ) constrains the location search space to 2D.

Pretending we already know ⟨𝑑, 𝜃, ℎ⟩, we design an optimization

technique to efficiently fuse all three parameters to infer user loca-

tion. In the next section, we will discuss how we jointly infer the

⟨𝑑, 𝜃⟩ parameters from recent voice signals.

In ideal settings, the two AoAs and the wall’s ⟨𝑑, 𝜃⟩ are enough to
analytically solve for the source location. In real environments, all

the AoA and geometry estimates incur error, so over-determining

the system with echo delay and human height ℎ is valuable. In

fusing all these and solving for user location, we make the following

observations and decisions:

(1) First, not all AoAs/delays are feasible as the user is only

moving in 2D with a fixed height. Therefore, searching for user

location in this 2D plane will be more efficient (than searching for

all AoAs and delays).

(2) Second, the direct path AoA from IAC, especially its azimuth,

is accurate. This further reduces the search space to a beam in the

2D plane, as shown in Figure 8.

User’s 
Height

Search Area: 
2D Beam Wall 

Distance

Figure 8: The reduced search space.

(3) Finally, for each possible location on this 2D beam, we can

directly obtain the parameters for the direct path and wall reflec-

tion path using geometry (recall, we pretended to know all three

parameters). This means we can directly compute the cancellation

error using Algorithm 1 (using 𝐾 = 2 echoes). The best location is

determined by having the minimum cancellation error. Algorithm

2 summarizes our searching procedure. While this procedure is a

highly non-convex optimization, the search finishes within a few

seconds due to limited search space.
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Algorithm 2 Search for the Most Likely User Location in the Room

1: Run IAC to first obtain direct path’s azimuth, 𝑎𝑧𝑖

2: 𝑚𝑖𝑛𝐸𝑟𝑟𝑜𝑟 = +∞, 𝑏𝑒𝑠𝑡𝐿𝑜𝑐 = [ ]
3: for all Location 𝑙𝑜𝑐 on 2D plane do
4: if 𝑙𝑜𝑐’s azimuth not close to 𝑎𝑧𝑖 then
5: continue
6: end if
7: Compute AoA and absolute delay for both direct path and

wall reflection path, using geometry

8: Compute cancellation error E using Algorithm 1

9: if E < 𝑚𝑖𝑛𝐸𝑟𝑟𝑜𝑟 then
10: 𝑚𝑖𝑛𝐸𝑟𝑟𝑜𝑟 = E, 𝑏𝑒𝑠𝑡𝐿𝑜𝑐 = 𝑙𝑜𝑐

11: end if
12: end for
13: Declare 𝑏𝑒𝑠𝑡𝐿𝑜𝑐 as user location

3.3 Joint Wall Parameter Estimation
Finally, we describe our solution to estimate the two parameters (𝑑 ,

𝜃 ) from an ensemble of recent voice samples. Our core idea is the

following. For each (past) voice command, we utilize the direct path

AoA as a trustworthy estimate. We shortlist locations within a 3D

cone around this AoA that satisfies our known height ℎ. Now for

each of these locations, and pretending the wall is 𝑑𝑖 , 𝜃 𝑗 from Alexa,

we compute the corresponding wall AoA and delay. If ⟨𝑑𝑖 , 𝜃 𝑗 ⟩ are
the correct estimates, then the computed AoA and delay will align

well with the measured signal, minimizing the cancellation error

in Algorithm 1.

Of course, in the presence of other echoes from clutters around

Alexa, thewall echomay notmatch best, hence ⟨𝑑𝑖 , 𝜃 𝑗 ⟩may produce

a higher (than minimum) cancellation error. However, when this

operation is performed over multiple recent voice commands, and

the cancellation errors summed up, we expect the optimal ⟨𝑑∗
𝑖
, 𝜃∗
𝑗
⟩

to minimize this sum. The intuition is that different voice commands

from different locations would consistently reflect from the wall,

while reflections from other objects would come and go.
4
As a

result, the correct values of ⟨𝑑∗
𝑖
, 𝜃∗
𝑗
⟩ would eventually “stand out”

over time.

Figure 9 shows one example of how the objective function (i.e.,

sum of cancellation errors) varies across the joint ⟨𝑑, 𝜃⟩ variation.
The 𝑋 and 𝑌 axes of the graph are 𝑑 and 𝜃 offsets from the ground

truth, meaning the contour should minimize at [0, 0]. We search

with a granularity of 2 cm and 1
◦
, and the minimum point of the

contour proves to be at 𝑋 = 2 cm and 𝑌 = 1
◦
. This is promising

and we evaluate this more in Section 4.

While joint parameter estimation is time consuming (in hours),

we need to run this only during initialization. Once the estimates

are ready, the fusion module uses these parameters and executes in

a very short time.

3.4 Points of Discussion
■Will echoes from furniture / environment affect the esti-
mation of wall geometry?

4
The table reflection may also be consistent; however, Alexa/Google microphones are

designed with low gain towards the downward direction, and hence the energy of

table reflection is weak.
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Figure 9: The sum of cancellation error minimizes at param-
eters that are close to the actual distance and orientation.

Observe that the echo from the nearby wall is also close in time

to the direct path. In fact, the echo’s delay can be computed since

⟨𝑑∗, 𝜃∗, ℎ⟩ are all known. Because of this, echoes that bounce off
farther away reflectors can be discounted, since all their delays

arrive long after the wall-echo. Confusion arises from reflectors

that are closer to Alexa than the wall – like objects on the same table

as Alexa. These un-modeled echoes prevent the cancellation errors

from dropping sharply. Nonetheless, as we see in our evaluation,

the error reduction is still a minimum for the correct user location.

This is the reason why VoLoc is able to operate even in reasonably

cluttered environments.

■What happens when the wall echo is blocked by an ob-
ject on the table?

This is the case where VoLoc will perform poorly, since the can-

cellation will be poor for the expected wall AoA. It may be possible

to recognize the problem from the value of the cancellation error,

such that we can gain some measure of confidence on the localiza-

tion result. We have empirically observed increased cancellation

errors; however, it is not clear how to develop a systematic con-

fidence score from it (note that global thresholds or distributions

would not scale well). Hence, we leave the design of a confidence

metric to future work.

4 IMPLEMENTATION, EVALUATION
This section discusses the experiment methodology and perfor-

mance results of VoLoc.

4.1 Implementation
VoLoc is implemented on a Seeed Studio 6-microphone array [11],

arranged in a circular shape similar to Amazon Echo. This is due to

the lack of raw acoustic samples from commercial voice assistants.

The acoustic signals on the array are sampled at 16 kHz, a sampling

rate that covers most of the energy in voice frequencies, and further

high-pass filtered at 100 Hz to eliminate background noise. The

array is connected to a Raspberry Pi to forward its sound samples

to a laptop over wireless. The laptop executes the code written in

MATLAB to compute user location, which takes 6 − 10 seconds to

finish.
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4.2 Methodology
Our experiments were executed in four different indoor environ-

ments: (1) a studio apartment, (2) a kitchen, (3) a student office,

and (4) a large conference room. The first two in-home places both

have an Amazon Echo pre-installed, so we directly replace it with

our microphone array. For the office and the conference room, we

simply put the microphone array on a desk that is close to a power

outlet. The distance to the close-by wall ranges between 0.2 m and

0.8 m.

We recruited three student volunteers to speak different voice

commands to the microphone array. Volunteers were asked to stand

at marked positions, whose 2D locations (𝑋,𝑌 ) have been mea-

sured beforehand (for ground truth) using a laser distance mea-

surer. The voice commands start with either “Alexa, ...” or “Okay

Google, ...”, and are repeated five times at each location. We col-

lected a total number of 2350 voice commands. Meanwhile, for

in-home environments, we also recorded some other non-voice

sounds and played them at different locations using a portable

Bluetooth speaker. These sounds include the sound of cooking, the

microwaves dings, or random sound clips from TVs. The goal is

to test whether VoLoc has the potential to localize such arbitrary

sounds from everyday objects.

4.3 Performance Results
The following questions are of interest:

(1) How well can VoLoc compute user locations in general? What

is the break-up of gain from AoA and wall-estimation?

(2) How does VoLoc’s performance vary among different sounds

(including non-voice sounds), varying clutter level, and varying

ranges (near, medium, far)?

(3) How many recent voice samples are necessary for VoLoc to
converge on the geometric parameters (𝑑 , 𝜃 )?

■ Overall Localization Accuracy
Figure 10 shows the CDF of VoLoc’s overall localization errors

across all experiments, as well as the CDF of errors in each room.

Overall, the median error is 0.44m. We believe this accuracy makes

it amenable to location-aware applications for in-home voice assis-

tants like Alexa and Google Home.
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Figure 10: CDF of VoLoc’s overall localization accuracy, and
the accuracy across different rooms.

Upon comparing the performance across the four rooms, we find

that the conference room incurs significantly higher errors than

the other three. Analysis shows that the conference room is large

in size, meaning the user often stands far from Alexa, leading to

increased location error. Said differently, far field errors are higher

in triangulation algorithms because same angular error (in AoA, 𝑑 ,

or 𝜃 ) translates to larger location error.

Figure 11 compares VoLoc’s localization accuracy with the fol-

lowing two schemes: (1) VoLoc++, which assumes the two geomet-

ric parameters (wall’s distance 𝑑 and orientation 𝜃 ) are perfectly

known. Therefore, VoLoc++ will be a performance upper bound of

VoLoc. (2) GCC-PHAT, which combines GCC-PHAT’s direct path

AoA with human height information (ℎ) to compute human loca-

tion. We choose GCC-PHAT as the baseline because it performs

the best in Section 3.1.
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Figure 11: Performance comparison of VoLoc++, VoLoc, and
GCC-PHAT.

Compared to GCC-PHAT’s median location error of 0.93 m,

VoLoc’s median error reduces by 52%. This demonstrates the value of

precise 2-AoA estimation from our IAC algorithm. VoLoc++ further

reduces the median error from 0.44 m to 0.31 m, assuming the

geometric parameters are precisely known. This captures VoLoc’s
efficacy to estimate the wall parameters – there is a small room for

improvement.

■ Accuracy Across Different Sounds
Figure 12 shows VoLoc’s median localization error across various

kinds of sounds for in-home environments. The first two types

of sounds are human voice commands, while the latter four are

natural sounds from everyday objects, such asmicrowave bell sound

or music from TV. In general, we observe that localizing objects’

sounds is easier than localizing the human voice. This is because

most sounds made by objects have good energy ramp-up property;

i.e., unlike human voice, the energy of the sound quickly goes up

within a very short time window. This means the SNR of the signal

is strong for IAC to estimate AoA, leading to improved location

results.

■ Accuracy Over Distances to Alexa
VoLoc’s localization accuracy will naturally go down as the user

moves away from the microphone array. This is essentially because

the resolution of AoA estimation limits the range of the user, i.e.,

a large movement at a far away distance may only translate to a

slight change in AoA. Figure 13 visualizes VoLoc’s localization error



MobiCom ’20, September 21–25, 2020, London, United Kingdom Sheng Shen, Daguan Chen, Yu-Lin Wei, Zhijian Yang, and Romit Roy Choudhury

"A
lexa"

"O
kay G

oogle"

Microwave

Tap W
ater

Cooking Sound

TV Sound
0

0.1

0.2

0.3

0.4

M
e

d
ia

n
 E

rr
o

r 
(m

)

Figure 12: VoLoc’s localization accuracy across different
kinds of sounds. Each cluster of bars represents one sound,
and each bar within one cluster represents the median error
across locations during one session.

across different locations in the conference room. The microphone

array is placed on a table towards the northeast side. Evidently,

the location accuracy varies with the proximity to the microphone

array.
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Figure 13: Heatmap of VoLoc’s localization error in the con-
ference room (bird-eye view). Small white circle represents
the microphone array location.

We classify all our measurements into three groups, based on

the distance from the user to the microphone array: Near (< 2 m),

Medium (2 − 4 m), and Far (> 4 m). Figure 14 shows the location

accuracy for each group. We observe that within 2m, location error

is almost always below 0.5 m, and within 4 m, the majority of the

errors are still within 1 m.

■ Sensitivity to Different Users
To test VoLoc’s sensitivity to different users, we asked three

volunteers to enter the same room, stand at the same set of locations,

and speak the same voice commands. Figure 15 shows the variation

of median localization error across different locations. Evidently,

localization error is much more correlated with the user’s standing

location (as would be expected), rather than the users voice or

speaking patterns.

■ Sensitivity to the Clutter Levels
Clearly, VoLoc’s performance will depend on the density of the

multipath signals due to other objects’ reflections. Since we only
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Figure 14: CDF of VoLoc’s localization error, for three dif-
ferent distance categories of the user from Alexa: near,
medium, and far.
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Figure 15: Variation of VoLoc’s localization error across dif-
ferent locations in the room, shown separately for each user.
Location ID is labeled in a row-by-row manner.

look at the very beginning moment of the sound, most indoor

reflections (like those from furniture) are not a problem for us.

However, objects that are very close to the microphone array may

reflect sounds into the microphone even earlier than the wall, or

even totally block the wall reflection, leading to higher cancellation

residue and more location errors. In the extreme case where even

the direct path is totally blocked, the localization error will go up

dramatically.

Figure 16 shows the degradation of VoLoc’s localization accuracy,

as we keep increasing the clutter level around the microphone

array (i.e., putting objects on the same table as the array to add

complexity to its multipath profile). Evidently, the error is low

when there is no object nearby. Even when there are a few objects

around and the clutter level is moderate, the location error is still

acceptable. However, as more and larger objects start to fully block

the wall reflection and even the direct path, the location error

quickly increases.

■ Sensitivity to Background Noise
Our experiments were performed in reasonably quiet rooms,

with ambient noises from home appliances such as refrigerators

and computers. With increased background noise, VoLocwill not be
able to achieve zero IAC cancellation residue, leading to increased

errors in sound source localization.

Figure 17 shows how VoLoc’s performance degrades, as we take

one set of microphone recordings inside a quiet room, manually add

synthesized noises to the recordings, and then re-run the algorithm

to localize the sound source. We test with two types of noises:

(1) low-frequency machine humming noise, and (2) all-frequency
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Figure 16: VoLoc’s localization accuracy across increasing
clutter levels (from left to right). Each cluster of bars rep-
resents one environment (one clutter level), and each bar
within one cluster represents the overall median error
across different locations in the room during one visit. The
three pictures correspond to the measurement in the #1, #3
and #5 environments.

background music. We observe slight performance degradation

with humming noise, essentially because VoLoc employs a high-pass

filter to eliminate low-frequency ambient noise and extract human

voice signals. In the case of background music, the performance

drops significantly. This is because music shares similar frequency

bands to that of human voice, which makes the separation difficult.

In the future, we plan to employ more fine-grained filters (instead

of a simple high-pass filter) to further separate human voice from

the recordings.
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Figure 17: How VoLoc’s accuracy decreases with different
noise characteristics. Noise reduces the SNR at the initial
moment of the voice signal, leading to increased location er-
ror.

■ Convergence of Geometric Parameter Estimation
Figure 18 shows how the wall parameter estimation is converg-

ing, with an increasing number of past voice commands. While

more past samples are useful, with as few as 5 samples, our es-

timation has converged to < 1 cm and < 2
◦
fluctuation, for the

wall’s distance and orientation, respectively. This shows VoLoc’s
ability to converge to new wall parameters with a few voice sam-

ples, even after being moved around on the table. This experiment

was performed at the medium clutter level (as per expectations, the

estimation converges faster and slower for sparse and dense clutter

levels, respectively).

0 5 10 15 20 25 30

# of Past Samples

0

1

2

3

W
a

ll 
D

is
ta

n
c
e

 E
rr

o
r 

(c
m

)

0 5 10 15 20 25 30

# of Past Samples

-1

0

1

2

3

4
W

a
ll 

O
ri
e

n
t.

 E
rr

o
r 

(d
e

g
)

Figure 18: How VoLoc’s parameter estimation converges for
(1) wall distance𝑑 , and (2) wall orientation 𝜃 , with increasing
number of past voice samples. The red line and its error bar
represent the average and standard deviation of estimation
errors in distance and orientation, for a total number of 1000
runs.

5 LIMITATIONS AND DISCUSSION
In this section, we discuss limitations of VoLoc and room for im-

provement.

■ Semantic interpretation of location: VoLoc infers the user
location and wall parameters in Alexa’s reference frame. To be se-

mantically meaningful (i.e., the user is at the laundry room), the in-

ferred locations need to be superimposed on a floorplan [47, 48, 57].

Alternatively, Alexa could localize other sounds, understand their

semantics, and transfer those semantics to location. For instance,

knowing that the washer/dryer sound arrives from the same loca-

tion as a voice command can reveal that the user is at the laundry

room. Building such a semantic layer atop localization is an impor-

tant follow-up work.

■ Line-of-sight path: VoLoc assumes that the line-of-sight path

(direct path) exists between the user and Alexa. If the direct path

is blocked (e.g., the user and Alexa are in different rooms), even
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the first path will contain reflections, and reverse triangulation

may converge to a very different direction. Correcting this result

requires an accurate knowledge of the indoor reflections, and we

leave this to future work.

■Coping with variations in height: A family will likely have

multiple users with different heights (including children). VoLoc
needs the height of each user and some form of voice fingerprinting

to apply the corresponding height during computation. We have

not implemented such per-user adaptation. We also do not cope

with scenarios where the user is sitting or lying down (we assume

standing users).

■Mobile users: VoLoc has been designed and evaluated with

static users.When a user issues a voice commandwhile walking, the

echo patterns will likely “spread” in space. Our current formulation

does not model the effects of mobility – the algorithms will need

to be revisited.

■Many pause opportunities: A voice command offers at least

two pause opportunities, one before the command, and one after

the word “Alexa”. Naively averaging location, derived from each

pause, will improve accuracy. However, averaging in the signal

space (i.e., optimizing the wall parameters using all the post-pause

signals) could offer greater benefits. We leave such refinements to

future work.

■ Privacy: How applications use the location information in

the future remains an open question. On one hand, we see context-

aware Alexas and Google Homes becoming crucial supporting tech-

nologies to old-age independent living; sharing the user’s height

may be worthwhile in such cases. On the other hand, for everyday

users, we see Amazon and Google peering even more closely into

our homes and daily lives, a stronger erosion of privacy. Overall,

we believe indoor location might be an incremental privacy con-

sideration, given that the user’s voice is already being recorded

and its AoA is already being computed (and actively shown to the

user). Regardless of utility or abuse, we believe awareness of such

capabilities is critical, and we believe this work is still important to

spread awareness of what is possible from voice signals.

6 RELATEDWORK
In the interest of space, we give a heavily condensed summary of

the vast literature in sound source localization and acoustic signal

processing, with bias towards the work that are more related to

VoLoc.
■Multiple arrays or known sound signals: Distributed mi-

crophone arrays have been used to localize (or triangulate) an

unknown sound source, such as gun shots [63], wildlife [24], noise

sources [55, 70, 71], and mobile devices [25]. Many works also ad-

dress the inverse problem of localizing microphones with speaker

arrays that are playing known sounds [13, 15, 42, 50]. Ishi et al.

[37] report modeling the room multipath to improve multi-array

localization results. Xiong and Jamieson [78] and Michalevsky et al.

[49] demonstrate localization using multiple RF-based landmarks.

On the other hand, when the source signal is known, localization

has been accomplished by estimating the channel impulse response

(CIR). For instance, [28] uses an acoustic sine sweep to localize room

boundaries and compute the shape of a room; reverberations cap-

tured by multiple microphones reveal the room impulse responses

(RIR), which stipulate the locations of reflecting surfaces. In RF (like

WiFi), CIR and SNR based fingerprinting has been used extensively

[17, 19, 53, 66, 79, 80]. As mentioned earlier, VoLoc must cope with

a single array and unknown signals.

■ Unknown signal, single array: Perhaps closest to VoLoc are
[16, 59]. In [16], a robot first scans the 3D model of an empty room

with a Kinect depth sensor. It then identifies multipath AoAs of a

clapping sound with a microphone array, and performs 3D reverse

ray-tracing to localize the sound source position. In acoustics, the

clapping sound is known as an impulse sound [10, 56, 65], making

it trivial to estimate the channels and separate the echoes at the

microphones. Ribeiro et al. [59] localize a sound source with a mi-

crophone array using the maximum likelihood approach. They train

the reflection coefficients in an empty room, and present results

from three carefully chosen locations to control the multipaths.

The speaker-microphone distances are only about 1 m, essentially

making it a near-field localization problem. In comparison, our

solution is designed for real-world, multipath-rich, uncontrolled

environments. In [33], a single microphone is used to classify a

speaker’s distance into a set of discrete values, but needs per-room,

per-distance training.

■ AoA estimation: Rich bodies of work have focused on esti-

mating acoustic AoAs using microphone arrays [21, 51, 52, 54, 73].

Some are best suited for different sound sources, some for specific

signal types and frequencies, some for certain environments. Exam-

ples include delay-and-sum [30, 58, 77], GCC-AoA [18, 20, 32, 39,

76], MUSIC [64, 72, 74], and ESPRIT [61, 67]. However, in multipath-

rich environments, blind AoA estimation struggles, especially for

successive AoAs.

■ Blind channel estimation: Blind channel estimation (BCE)

describes the process of deducing a channel from received signals

without knowing the source signal. BCE is a useful tool for estimat-

ing indoor acoustic channels [26, 40, 44, 45]. We consider IAC to be

a particular and powerful realization of BCE with significant com-

putation gains. IAC was also inspired by ZigZag decoding for RF

networks [34], which decodes packets by exploiting interference-

free segments.

7 CONCLUSION
This paper shows the feasibility of inferring user location from

voice signals received over a microphone array. While the general

problem is extremely difficult, we observe that application-specific

opportunities offer hope. Instead of inferring and triangulating all

signal paths in an indoor environment, we observe that estimating

a few AoAs and reflector surfaces is adequate for the localization

application. We design an iterative cancellation algorithm (IAC) for

AoA estimation, followed by a joint optimization of wall distance

and orientation. When fused together, the localization accuracies

are robust and usable.
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