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Subnet Mask

An IP address has two parts: and the host portion
 Network portion identifies the network
* Host portion identifies the specific device within that network.

Binary Notation of IP Address and Subnet

Network Portion Host Portion ° The iNn the SUbnet maSk

[ R ) indicates which bits of the IP address
IP Address 192.168.100.10 belong to the network portion
8 bits 8 bits 8 bits 8 bits

L ) ) ) )
A4 N N N
11000000 10101000 01100100 00001010 e The

indicates which bits

255.255.255.0 belong to the host portion.

8 bits 8 bits 8 bits 8 bits
L J J L J iy J

A4 N N

Tm mmmm m 00000000

Subnet Mask
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SUbnet MaSk Q: How does a host get IP address

within its network (host part of

. « e Network Portion Host Portion address)?
IP of a device inside

. | : 1 A 1
this network 192.168.1.100 Q: How does a network get IP
) T address for itself (network part
of address)

192.168.1.163

192.168.1.30
192.168.1.20
[ I 192.168.1.143 q 192.168.1.173
192.168.1.0 =g 192.168.1.70 192.168.1.100 - e

e 192.168.1.163
q q q 192.168.1.183
- e 192.168.1.153 q

sl
192.168.1.1 q e
q 192.168.1.90 e 192 168.1.163 192.168.1.193

An IP network: 192.168.1.0 to 192.168.1.255

Ha
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IP address: How to obtain it?

How does host get IP address?
((“))) " hard-coded by sysadmin in config file

(e.g., /etc/rc.config in UNIX)

192.168.1.1 = DHCP: Dynamic Host Configuration
Protocol: dynamically get address from
as server
D D  “plug-and-play”
192.168.1.212 192.168.1.121

Subnet 192.168.1.0/24
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DHCP: Dynamic Host Configuration Protocol

goal: host dynamically obtains IP address

((‘l))) from network server when it “joins”

network
192.168.1.1 " can renew its lease on address in use

" allows reuse of addresses (only hold
address while connected/on)

" support for mobile users who
D D join/leave network

192.168.1.212 192.168.1.121
Subnet 192.168.1.0/24
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DHCP: Dynamic Host Configuration Protocol

DHCP overview:

((“’)) = host broadcasts DHCP discover msg
[optional]
S = DHCP server responds with DHCP offer msg
[optional]
= host requests IP address: DHCP request msg
D D = DHCP server sends address: DHCP ack msg

192.168.1.212 192.168.1.121
Subnet 192.168.1.0/24
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DHCP: client-server

192.168.1.1

D DHCP clients D

192.168.1.212 192.168.1.121
Subnet 192.168.1.0/24

Typically, DHCP server will be co-
located in router, serving all subnets
to which router is attached
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DHCP client-server scenario

DHCP server: 223.1.2.5 DHCP discover

Arriving client
H Broadcast: is there a 7

DHCP server out there? ~

—

4/DHCP offer

Broadcast: I'm a DHCP
 ——— | server! Here’san IP
address you can use The two steps above can
DHCP request be skipped “if a client
remembers and wishes to
reuse a previously

Broadcast: OK. I would

like to use this IP address! — allocated network address”
L, ' [RFC 2131]
DHCP ACK
\
Broadcast: OK. You've
v got that IP address! |
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DHCP: more than IP addresses

DHCP can return more than just allocated IP address on
subnet:
= address of first-hop router for client
" name and IP address of DNS sever
" network mask (indicating network versus host portion of address)
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DHCP: example

= Connecting laptop will use DHCP

DHCP
| U|[F)>P to get IP address, address of first-
Em=8 & hop router, address of DNS server.
| Phy W

_|__[EIDRCP = == * DHCP REQUEST message encapsulated

in UDP, encapsulated in IP, encapsulated
DHCP 168.1.1.1 in Ethernet
[ IpHCP| UDP ~

[TpHch) P .
T Lol I router with DHCP = Ethernet frame broadca;t (dest:
FFFFFFFFFFFF) on LAN, received at router

Phy server built into
router running DHCP server

= Ethernet de-mux’ed to IP de-mux’ed,
UDP de-mux’ed to DHCP
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DHCP: example

DHCP

UDP
IP

Eth

Phy

DHCP

UDP

Eth

]

e

router with DHCP
server built into
router

= DHCP server formulates DHCP ACK

containing client’ s IP address, IP

address of first-hop router for client,

name & IP address of DNS server

= encapsulated DHCP server reply

forwarded to client, de-muxing up to

DHCP at client

= client now knows its IP address, name

and IP address of DNS server, IP
address of its first-hop router
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IP addresses: how to get one?

A: gets allocated portion of its provider ISP’s address space

ISP's block 11001000 00010111 00010000 00000000 200.23.16.0/20

New York New
Uath Jersey

192.168.1.100

Q: how does network get subnet part of IP address?

ISP can then allocate out its address space in 8 blocks:

Organization 0 11001000 00010111 00010000 00000000
Organization 1 11001000 00010111 00010010 00000000
Organization 2 11001000 00010111 00010100 00000000

Organization 7 11001000 00010111 00011110 00000000

200.23.16.0/23
200.23.18.0/23
200.23.20.0/23

200.23.30.0/23

California
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Hierarchical addressing: route aggregation

hierarchical addressing allows efficient advertisement of
routing information:

Organization 0
200.23.16.0/23

Organization 1 \ ‘Seng y
200.23.18.0/23 end me anytning

with addresses

Organization 2 T . beginning
200.23.20.0/23 Verizon 00.23.16.0/20”
: : Internet
Organization 7 /
200.23.30.0/23 -
“Send me anything
__— AT&T with addresses
beginning
/ 199.31.0.0/16”
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Hierarchical addressing: more specific routes

= Organization 1 moves from Fly-By-Night-ISP to ISPs-R-Us
" |SPs-R-Us now advertises a more specific route to Organization 1

Organization 0

200.23.16.0/23

Organization 1 \ ‘Seng y
200.23.18.0/23 end me anytning

with addresses

Organization 2 T beginning
200.23.20.0/23 Verizon \%
: ' Internet
Organization 7 | /
200.23.30.0/23 -
“Send me anything
__— AT&T with addresses
Organization 1 7 Egglgrlllgg()/m”
200.23.18.0/23 PP

“or 200.23.18.0/23”
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Hierarchical addressing: more specific routes

= Organization 1 moves from Fly-By-Night-ISP to ISPs-R-Us
" |SPs-R-Us now advertises a more specific route to Organization 1

Organization 0

200.23.16.0/23
\ “Send me anything

with addresses
Organization 2 beginning

200.23.20.0/23 : Verizon \%
Organization 7 /

200.23.30.0/23

Internet

"Send me anything

__— with addresses
beginning
/ 199.31.0.0/16”
“or 200.23.18.0/23”

Organization 1
200.23.18.0/23
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IP addressing: last words ...

Q: how does an ISP get block of Q: are there enough 32-bit IP
addresses? addresses?

A: ICANN: Internet Corporation for = |CANN allocated last chunk of
Assigned Names and Numbers IPv4 addresses to RRs in 2011

http://www.icann.org/ = NAT (next) helps IPv4 address
* allocates IP addresses, through 5 space exhaustion

regional registries (RRs) (who may
then allocate to local registries)

* manages DNS root zone, including

delegation of individual TLD (.com, "Who the hell knew how much address

.edu, ...) management space we needed?" Vint Cerf (reflecting
on decision to make IPv4 address 32 bits

long)

" |Pv6 has 128-bit address space
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Network layer: “data plane” roadmap

= |P: the Internet Protocol
e datagram format
e addressing

 network address translation
° |IPv6
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Network layer: “data plane” roadmap

= |P: the Internet Protocol
e datagram format

* addressing Problem: Insufficient
* network address translation IPV4 address

. IPV6 _—
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NAT: network address translation

NAT: all devices in local network share just one IPv4 address as

far as outside world is concerned

NAT

Router
138.76.29.7

=

Local Network

/192.168.1.20 192.168.1.30 \

g g 192.168.1.100
./
192.168.1.70 e
- 192.168.1.90
e
192.168.1.1 192.168.1.78
192.168.1.0

{4

g g

Network Layer: 4-79



NAT: network address translation

NAT: all devices in local network share just one IPv4 address as
far as outside world is concerned

Local Network1l Amazon

192.168.1.100 k

ol

192.168.1.30 192.168.1.2N
T

NAT NAT
Router Router
128.71.56.125 138.76.29.7

—=>= = =

192.168.1.70
192.168.1.90 \'
=
192.168.1.78 192.168.1.1
192.168.1.0

UB

Local Network 1

/192.168.1.20 192.168.1.30

~

- q - q 192.168.1.100
192.168.1.70 %
w 192.168.1.90
e
192.168.1.1 192.168.1.78
192.168.1.0

g

{4
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NAT: network address translation

NAT: all devices in local network share just one IPv4 address as
far as outside world is concerned

Local Network 1

192.168.1.30 192.168.1.2h

-

L

fV

o

/155.110.2.70 @ Cloud \
NAT

Local Network 1

/192.168.1.20 192.168.1.30

~

- - NAT
192.168.1.100 ?ﬁb g,. Router Router
\ 128.71.56.125 138.76.29.7
;w 192.168.1.70
~ 102.168.1.90 w (e~ ) (=
\‘V e — —
192.168.1.78 192.168.1.1
192.168.1.0

g g 192.168.1.100
./
192.168.1.70 e
- 192.168.1.90
e
192.168.1.1 192.168.1.78
192.168.1.0

{4

Network Layer: 4-81



NAT: network address translation

" all devices in local network have 32-bit addresses in a “private” IP

address space (10/8,172.16/12, 192.168/16 prefixes) that can only
be used in local network

= advantages:
" just one IP address needed from provider ISP for all devices

" can change addresses of host in local network without notifying
outside world

= can change ISP without changing addresses of devices in local
network

" security: devices inside local net not directly addressable, visible
by outside world
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NAT: network address translation

" outgoing datagrams: replace (source IP

address, port #) of every outgoing NAT Local
datagram to (NAT IP address, new port #) Router Network
* remote clients/servers will respond 138.76.25.7 (102168170
using (NAT IP address, new port #) as N— . %

destination address Sre IP. Src Port.

Dest IP, Dest Port Dest IP, Dest Port
= remember (in NAT translation table)

every (source |IP address, port #) to
(NAT IP address, new port #)
translation pair

NAT Table: Src IP, Src Port
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NAT: network address translation

iIncoming datagrames: .replac? (NAT |P NAT Local
a.ddress, new pprt #) .m destination | Router Network
fl€|dS Of eve.ry mcomlng datagram Wlth 138.76.29.7 192.168.1.70
corresponding (source IP address, port S~ |

#) stored in NAT table | N

Src IP, Src Port,
Dest IP, Dest Port Dest IP, Dest Port

NAT Table: Src IP, Src Port
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NAT: network address translation

NAT translation table

2: NAT router changes WAN side addr LAN side addr 1:host 10.0.0.1 sends
datagram source address datagram to

138.76.29.7, 5001 {10.0.0.1, 3345 128.119.40.186, 80
from 10.0.0.1, 3345 to = )
138.76.29.7, 5001, P S

updates table / , /
S:10.0.0.1, 3345
‘ D: 128.119.40.186, 80 /j \
\ ; — 10.0.0.1 ?‘,,

@ 5 138.76.29.7,5001 \
D:128.119.40.186,80 10.0.0.4 Q
- 10.0.0.2 =

- —

138.76.29.7T [/" S: 128.119.40.186, 80 _@_ \
If . 128.119.40.186, 80 @ ;. D:10.00.1,3345 100(&&&‘%
/L D: 138.76.29.7, 5001

3: reply arrives, destination

address: 138.76.29.7, 5001
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NAT: network address translation

= NAT has been controversial:
* routers “should” only process up to layer 3 (Port number is Transport)
e address “shortage” should be solved by IPv6
* violates end-to-end argument (port # manipulation by network-layer device)
* NAT traversal: what if client wants to connect to server behind NAT?

" but NAT is here to stay:
» extensively used in home and institutional nets, 4G/5G cellular nets
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IPv6: motivation

" initial motivation: 32-bit IPv4 address space would be
completely allocated

" additional motivation:
* speed processing/forwarding: 40-byte fixed length header
e enable different network-layer treatment of “flows”
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IPv6 datagram format

.. . . ) 32 bits >
priority: identify : I
o ver | pri ow labe
priority ?mong payload len next hdr hop limit
datagrams in flow
source address
128-bit// (128 bits)
IPv6 addresses ] __ destination address
(128 bits)
payload (data)

What’s missing (compared with IPv4):

= no checksum (to speed processing at routers)
* no fragmentation/reassembly

" no options (available as upper-layer, next-header protocol at router)

flow label: identify
datagrams in same
"flow.” (concept of
“flow” not well defined).
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Transition from IPv4 to IPv6

" not all routers can be upgraded simultaneously

* no “flag days”

* how will network operate with mixed IPv4 and IPv6 routers?

" tunneling: IPv6 datagram carried as payload in IPv4 datagram among
IPv4 routers (“packet within a packet”)

* tunneling used extensively in other contexts (4G/5G)

IPv4 header fields
IPv4 squrce, dest addr

IPv6 header fields IPv4 payload

IPv6 source dest addr
UDP/TCP payltmd/

Mm{rrT 1 | \

\

IPv6 datagram ——

A

»
»

IPv4 datagram

A
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Tunneling and encapsulation

IPv4 network

E F
connecting two =
IPv6 routers IPv6  IPv6/v4 IPv6/v4  IPV6

IPv4 network
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Tunneling and encapsulation

IPv4 tunnel B IPv4 tunnel = F
. connecting IPv6 routers -
connecting two = == == _ =<
IPv6 routers IPv6  IPv6/va ‘ ) IPv6/v4  IPV6
it ‘ ‘ ‘ ‘ IPv6 datagram

IPv4 datagram

tunneling: IPv6 datagram as payload in a IPv4 datagram
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Tunneling

logical view:

physical view:

Note source and
destination
addresses!

IPv4 tunnel

¥
e
ks

e

IPv6/va

IPv6/v4

—_—

A-to-B:

IPv6 inside IPv6 inside |Pv6 inside
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IPv6: adoption

= Google!: ~ 40% of clients access services via IPv6 (2023)
= NIST: 1/3 of all US government domains are IPv6 capable

IPv6 Adoption
We are continuously measuring the availability of IPv6 connectivity among Google users. The graph shows the percentage of users that access Google over IPv6.

Native: 0.04% | Sep 4, 2008

45.00%
40.00%
35.00%
30.00%
25.00%
20.00%
15.00%

10.00%

5.00%

0,
0.00% 2010 2020
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IPv6: adoption

= Google!: ~ 40% of clients access services via IPv6 (2023)
= NIST: 1/3 of all US government domains are IPv6 capable

" Long (long!) time for deployment, use
e 25 vyears and counting!

* think of application-level changes in last 25 years: WWW), social
media, streaming media, gaming, telepresence, ...

1 https://www.google.com/intl/en/ipv6/statistics.html | .
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